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ABSTRACT 

This report begins with a review of a physically-based clear air turbulence (CAT) 
conceptual model that dates its origins to the 1960s. The model’s equations directly 
compute eddy dissipation rate (EDR), a measure of atmospheric turbulence. CAT results 
from a local gravity wave modification of the environmental wind shear and stability to 
lower the environmental Richardson number to less than 0.25, the threshold for Kelvin-
Helmholtz instability, to initiate turbulence. To operationally implement this model, one 
needs to find locations and intensities of gravity waves of which several have been 
proposed. This model is in contrast to statistically-based CAT relationships which began 
as single formula indices and have progressed to multi-index formulations such as the 
Graphical Turbulence Guidance (GTG). These methods are statistically-based because 
they do not compute EDR but must statistically infer EDR from the index’s value. 

To test each formulation, we gathered more than two million archived aircraft 
eddy dissipation rate (EDR) observations for 100 days during the 2017-2018 winter. We 
compared these observations to one hour EDR forecasts computed on the Rapid Refresh 
(RAP) numerical forecast model. Six of the forecasts are based on various gravity wave 
indentifying equations, the Lighthill-Ford equations, divergence tendency, frontogenesis, 
the Plougonven-Zhang equations, stability advection, and acceleration divergence. 
Additionally, we tested the GTG Version 3. Overall, as measured by the True Skill Score 
(TSS) , all the gravity wave formulations significantly outperformed GTG3 with 
acceleration divergence leading the way at about ten times better than GTG3. This was 
because more than 99% of the EDR observations were less than 0.05 m2/3 s-1 and GTG3 
forecasts more than half the observations greater than 0.1 m2/3 s-1. However, it is far more 
important to forecast significant turbulence than smooth. To that end, we tested for skill 
at EDR > 0.25 m2/3 s-1.   Here, the Lighthill-Ford equations captured 33% while all the 
others were less including GTG3 with only 5%. Combining the Probability of Detection 
(POD) of EDR > 0.25 m2/3 s-1 with the POD(EDR < 0.05 m2/3 s-1) yields a positive TSS 
for all the gravity wave forecasts with the highest being 0.180 for Lighthill-Ford. 
Additionally, we gathered 41 major, mostly injurious, CAT reports within the RAP 
numerical forecast model domain between 2010-2018. Here, the Lighthill-Ford equations 



captured 83% with EDR > 0.4 m2/3 s-1 while all the others were less than half including 
GTG3 with only 17% with the same threshold. Combining the Probability of Detection 
(POD) of major turbulence with the POD(EDR < 0.05 m2/3 s-1) from the 2017-2018 
winter data yields a positive TSS for all the gravity wave forecasts with the highest being 
0.678 for Lighthill-Ford. In contrast, since the GTG3 is weak in both POD measures, its 
TSS = -0.355. We conclude that the gravity wave physical model is much better than any 
statistical model such as GTG3. 

 

 

 

 

1. INTRODUCTION 

 
The DTN Flight Hazards 

turbulence product provides a complete 
turbulence forecast up to 18 hours over 
most of North America and up to 36 
hours globally. By “complete,” we mean 
turbulence in all its known causes, 
boundary layer, mountain wave, clear 
air, and convective, and at multiple flight 
levels from the surface to FL5301. First 
released in 2012, the algorithms for 
computing the turbulence were 
developed many years before, boundary 
layer (McCann 1999a), mountain wave 
(McCann 2006), clear air (McCann 
2001; Knox et al. 2008; McCann et al. 
2012), and convective (McCann 1999b; 
Byers and Braham 1949). Over 9000 
aircraft are benefiting from DTN’s 
Flight Hazards today from over 90 
contracted airlines and business jet 
operations, and this list continues to 
grow.  

Perhaps the most vexing to 
forecast is clear air turbulence (CAT), 
and, indeed, much of the recent literature 
has been devoted to that. CAT 
forecasting began in the mid twentieth 

                                                
1 Flight levels (FL) are the altitudes that aircraft 
fly and by international agreement are designated 
in hundreds of feet above sea level. When 
aircraft fly above FL180, they set their altimeters 
to read the height with respect to the standard 
atmosphere.  

century when aircraft started to fly at 
higher altitudes and encountered 
unexpected turbulence without 
significant cloudiness. The first CAT 
forecasts were mostly empirical rules 
and equations which were based 
relationships between observed 
atmospheric patterns and aircraft 
turbulence reports. See Chapters 1 
(Sharman 2016) and 2 (Fahey et al. 
2016) in the book Aviation Turbulence 

(Sharman and Lane, editors 2016), for a 
more complete early history. 
Researchers developed single equation 
indices based on processes thought to 
initiate CAT. Roach (1970) and Ellrod 
and Knapp (1992) are examples. 
Sharman et al. (2006) recognized that 
the single equation indices did not 
capture CAT in many situations and so 
combined many indices into one, called 
the Graphical Turbulence Guidance 
(GTG). This approach has dominated 
CAT forecasting in recent years.  

McCann (2001) introduced an 
alternative CAT forecasting model 
which is physically based. Gravity 
waves initiate CAT given a favorable 
environment. Gravity waves modify the 
stability (N2

 = [g/Θ]/[∂Θ/∂z]; g is the 
gravity acceleration and Θ is the 
potential temperature) and wind shear (S 

= ∂V/∂z; V is the vector wind) within the 
wave which can locally reduce the 
Richardson number (Ri ≡ N

2
/S

2) to less 



than 0.25, the critical value below which 
the atmospheric layer becomes turbulent 
(Miles and Howard 1964; Thorpe 1969). 
The amount of stability and wind shear 
that gravity waves modify is primarily a 
function of the waves’ amplitude.   

McCann (2001) identified some 
methods to find gravity wave amplitudes 
but none were especially skillful. A few 
years later Knox et al. (2008) (hereafter 
KMW) noted that spontaneous 
imbalance can generate gravity waves, 
and they showed that many CAT reports 
occurred in areas of forecast 
spontaneous imbalance using the so 
called Lighthill-Ford radiation equation. 
Immediately after publishing 
Plougonven et al. (2009) asserted that 
this theory is not applicable to the flows 
related to CAT. While Knox et al. 
(2009) responded to many of the 
objections that Plougonven et al. raised, 
they did not answer one important 
Plougonven et al. concern, “Without a 
more systematic investigation of the 
variations of the excited waves relative 
to the forcing, it only provides an 
indication, not compelling evidence for a 
generation mechanism.” 

So how does the McCann (2001) 
gravity wave initiation forecast model 
for CAT compare with a combination of 
CAT forecast indices? McCann et al. 
(2012) found superior results over GTG 
Version 2.5 using their implementation 
of the Lighthill-Ford radiation equation 
in McCann’s gravity wave model called 
ULTURB. In this report we further 
investigate Lighthill-Ford, five 
additional gravity wave diagnostics, and 
the GTG Version 3 forecast using 
automated in situ aircraft eddy 
dissipation rate (EDR, m2/3 s-1) 
observations. Our objective is to 
examine the robustness of the physical 
gravity wave model. If the model is 

robust, then an additional goal is to 
identify which gravity wave diagnostic 
best forecasts CAT. 

First we review the physical 
gravity wave model. Next we describe 
the six gravity wave diagnostics that we 
use to compare EDR forecasts with the 
model and with the statistical GTG3. 
Then we describe the experimental 
comparison setup. We present the results 
and finish with conclusions. 
 

2. A SIMPLE GRAVITY WAVE 

CONCEPTUAL MODEL FOR 

CAT 
 

Endlich (1964) may have been 
the first to notice a connection of wave 
motions in the vicinity of stability 
discontinuities and wind shear and CAT. 
McCann (2001) then modeled the 
quantitative relationship between waves, 
stability, and wind shear which this 
section will review and amplify. The 
model was introduced in KMW and 
McCann et al. (2012) but was 
underemphasized. We presently give it 
its due importance. The model is 
analogous to the Doswell et al. (1996) 
conceptual model for forecasting 
thunderstorms that allows forecasters to 
assess the likelihood for thunderstorms 
in a given environment. In that model, 
there needs to be a favorable 
environment and a mechanism that lifts 
an air parcel to saturation and eventually 
to a level where it convects freely. 
Analogously, CAT may be initiated in a 
favorable environment when a gravity 
wave passes through. 

There is a special relationship 
between turbulence and the Richardson 
number. Turbulence is suppressed 
whenever Ri > 0.25. Miles and Howard 
(1964) derived this critical Ri value, and 
Thorpe (1969) experimentally verified it. 



On sunny, windy days the Ri < 0.25 
often in the planetary boundary layer. 
Above the boundary layer turbulent 
Richardson numbers are rare. Any 
atmospheric layers with Ri < 0.25 would 
quickly become turbulent, relieving the 
instability.  

Gravity waves modify the 
temperature and wind, and thus the local 
stability and wind shear, as they pass 
through an environment. Using the 
dispersion relation for the vertically 
propagating wave component, Palmer et 
al. (1986) and Dunkerton (1997) derived 
a wave’s impact on the local stability, N 

= (∂Θ/∂z)
1/2 as 
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where the subscripts L and E are the 
local and environmental conditions, 
respectively, and ϕ is the angular 
position of the parcel within the gravity 
wave. The non-dimensional wave 
amplitude, â = Na/|V-c|, where a is the 
actual wave amplitude and c is the 
wave’s phase velocity; |V-c| is the 
Doppler-adjusted wind speed. In a 
gravity wave both the stability and wind 
shear fluctuate around their 
environmental values. Equations (1) and 
(2) may be combined into a locally 
adjusted Richardson number.  
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When ϕ = π and â > 1, the numerator in 
(3) is negative, and the local Richardson 
number is less than zero thus causing 

turbulence. When ϕ = π/2, wind shear is 
maximized. When RiE

1/2 (2 - â) < 1, RiL 

< 0.25. Therefore, when â ≥ 2, RiL is 
always less than 0.25. When â < 2, it is 
necessary for RiE to be below a 
particular value to lower RiL to below 
0.25. That value is a function of â as 
depicted in Figure 1. As â → 2, the 
upper limit on RiE for turbulence 
approaches infinity. This implies that no 
matter the environmental RiE, any 
gravity wave with sufficient amplitude 
can initiate turbulence. The lower the 
turbulence-suppressing environmental 
Richardson number, the smaller the 
gravity wave needs to be to trigger 
turbulence. We point out that the 
environmental Richardson number is 
very analogous to the Doswell et al. 
(1996) thunderstorm ingredients-based 
model’s convective inhibition (CIN) 
which measures the environmental 
suppression of thunderstorms. It takes 
less initiating lift when the CIN is low 
and more when the CIN is high. 

 

Figure 1. Curve of the bounding value of the 

environmental Richardson number as a 

function of the non-dimensional amplitude 

(â). When (â, RiE) falls in the TURBULENT 

region, a gravity wave will locally increase the 

wind shear sufficiently to reduce the local 
Richardson number to less than 0.25. (From 

McCann 2001) 

 



We can compute local 
Richardson numbers from observations 
or from numerical weather forecast 
models if we know gravity wave 
amplitudes. Theory is sufficient to 
estimate wave amplitudes generated by 
flow over mountains (McCann 2006). To 
estimate wave amplitudes in the free 
atmosphere requires two pieces of 
knowledge: 1) where is the flow 
generating these waves and 2) how 
strong are they. Free atmospheric gravity 
waves are theorized to form 
spontaneously as a result of unbalanced 
flow. In their chapter in Aviation 

Turbulence Plougonven and Zhang 
(2016) summarize much of the research. 
Unfortunately, they fall short of 
describing useful quantitative methods. 
In the next section we will describe six 
ways to diagnose gravity waves and their 
strength.  

Before we do, there is one more 
aspect of this turbulence conceptual 
model that we will discuss. The model 
not only describes whether a gravity 
wave can initiate turbulence, but it also 
describes how to compute the turbulence 
intensity. A simple turbulent kinetic 
energy (TKE) equation describes the 
production and dissipation of TKE in 
terms of the stability (N) and wind shear 
(S) (Garratt 1992).  

22 NKSK hm −=ε   (4) 

where ɛ is the TKE dissipation rate due 
to molecular viscosity, Km and Kh are 
eddy proportionality constants for 
momentum and heat, respectfully. 
Because the right hand side of (4) 
describes the TKE production rate, 
equation (4) simply states that over time, 
what TKE is produced is eventually 
dissipated. This production-to-

dissipation process is described by L. F. 
Richardson’s little poem: 

 
Big whirls have little whirls  
Which feed on their velocity,  
And little whirls have lesser 

whirls 
And so on to viscosity. 
 

The TKE production often occurs in 
large eddies through which aircraft ride 
smoothly. Then the TKE cascades to 
smaller eddies that aircraft do feel. 
Eventually eddies become too small to 
affect aircraft. 
 Substituting (1) and (2) into (4) 
will compute TKE 
production/dissipation after a gravity 
wave modifies the environment. 
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The derivative of (5) with respect to ϕ 
will find the ϕ that maximizes ε for the 
given environment. Unfortunately, it is 
not a straightforward calculation, but it 
can be done numerically. To do this on 
numerical forecast model data takes 
substantial computations, so we simplify 
the process by assuming ϕ = π to 
calculate maximum ε due to buoyancy 
production, 
 

      )ˆ1(22
aNKSK EhEmL −−=ε  (6) 

 
and by assuming ϕ = π/2 to calculate 
maximum ε due to wind shear 
production, 
 

   222/12 )ˆ1( EhEEmL NKaRiSK −+=ε  (7) 

 



We choose the maximum of the two 
production computations as our 
observation/forecast. Any negative TKE 
production/dissipation is set to zero. As 
a practical matter, wave breaking limits 
wave amplitudes, so we set the 
maximum â = 2.5. We convert the 
resulting TKE dissipation to EDR, the 
standard for turbulence reporting, by 
taking the cube root of the TKE 
dissipation. 
 Depending on the location within 
the gravity wave (φ ), (4) says that some 
portions of the gravity wave will not be 
turbulent and most of the remaining 
wave will be less turbulent than the 
maximum. We want to alert users of the 
strongest turbulence possible. Therefore, 
users should not expect maximum 
forecast turbulence intensity but should 
prepare for it. This is analogous to 
tornado watch forecasts which even the 
best watches grossly overforecast the 
actual threat. 

We have introduced the 
necessary ingredients for this turbulence 
model. The environmental Richardson 
number/gravity wave non-dimensional 
amplitude amounts must be sufficient for 
the local Richardson number to be less 
than 0.25. If so, then we compute the 
local TKE production/dissipation 
maxima due to buoyancy and wind shear 
for an intensity diagnostic. Conceptually, 
this is fairly simple model to understand, 
but, as we will show in the next section, 
computing the non-dimensional gravity 
wave amplitude is not so simple. 

 
3. DIAGNOSING GRAVITY 

WAVES 
 

That gravity waves are observed 
in turbulence zones is undeniable. 
Intensive observations of mountain 
waves by Lilly and Kennedy (1973) and 

Lilly (1978) directly connected gravity 
waves and turbulence. Observations 
connecting free gravity waves with 
turbulence began to appear about the 
same time. In a CAT case over the 
eastern United States, Reed and Hardy 
(1972) observed waves aloft on a 10 cm 
radar in turbulent zones reported by 
research and commercial aircraft. Hooke 
and Hardy (1975) complemented that 
study with surface microbarograph data. 
Bedard et al. (1986) also connected 
microbarograph data with another CAT 
case. More recent observational 
campaigns, summarized in Aviation 

Turbulence by Plougenven and Zhang 
(2016), have further confirmed a gravity 
wave/turbulence connection.  

The next step to making CAT 
forecasts using the gravity wave model 
is to identify areas and altitudes where 
the atmosphere is generating gravity 
waves. KMW implemented this model 
using the Lighthill-Ford radiation 
diagnostic. But that is not the only 
diagnostic that researchers have 
suggested. In this section we will 
describe six such diagnostics beginning 
with Lighthill-Ford. 

 
a. Lighthill-Ford Radiation 

 
James Lighthill (1952) described 

acoustic waves emitted from vortical 
flows. Then, Rupert Ford (1994) 
extended the problem to rotating 
shallow-water flow and gravity wave 
generation. Williams et al. (2005) set up 
a rotating annulus experiment and 
observed gravity waves. Rotating 
annulus experiments may be set up to be 
dynamically similar to atmospheric flow. 
Figure 2, from Williams et al. (2008), 
shows a snapshot of what they observed. 
They tested five possible generation 
mechanisms and found the Lighthill-



Ford theory best described the gravity 
waves. 

KMW’s contribution was to 
render the Lighthill-Ford radiation 
equation into terms which are 
computable on gridded meteorological  
data. The complete equation is the sum 
of three terms each of which is a sum of 
three subterms.  Scaling each of the nine 
subterms reduced the equation to one 
leading order subterm and three second 
order subterms: 
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 (7)  

where R is the Lighthill-Ford radiation, f 
is the Coriolis parameter, ζ is the relative 
vorticity, δ is the divergence, k is the 
unit vector pointing upward, and J(u,v) 
is the Jacobian operator on the east and 
north wind components. 

 
 

Figure 2. (Right) Waves observed in rotating annulus. (Left) Lighthill-Ford radiation computed from 

the parameters in the rotating annulus experiment. Arrows pair the computed Lighthill-Ford 

maxima to the locations in the experiment. Figure provided by Paul Williams (Williams, et al. 2003, 

2005). 

 

 
The first term on the right hand side of 
(7) is the Coriolis parameter times the 
relative vorticity advection and is the 
leading order subterm. Vorticity is often 
displayed on upper air charts, and the 
advection of it is easily visualized when 
it is overlaid on streamlines or even 
height contours. The other three second 

order subterms are not so easily 
visualized. Fortunately, all four subterms 
can be computed on gridded data such as 
numerical forecast models. 

Plougonven et al. (2009) insist 
that Lighthill-Ford theory is 
inappropriate to the gravity waves 
observed in jets and fronts. They argue 
that Lighthill-Ford waves emanate from 



their source region and so are not located 
where they are generated. Furthermore, a 
portion of the Lighthill-Ford radiation 
may not be forcing gravity waves at all. 
Instead some of the forcing may cause 
adjustments to the balanced flow, for 
example, frontogenesis. 

 
b.  Divergence Tendency 

 
Taking ( ⋅∇ ) the equation of 

motion and arranging terms results in the 
divergence tendency equation: 
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where Φ is the geopotential height and β 
= df/dy. When ∂δ/∂t = 0, the equation is 
known as the nonlinear balance 
equation. When the divergence tendency 
is zero, the wind and the mass fields are 
in balance (Charney 1955). Growth in 
divergence (∂δ/∂t > 0), leads to 
unbalanced flow (Uccellini and Koch 
1987; Zack and Kaplan 1987). A 
nonzero divergence tendency is also 
known as the “nonlinear balance 
equation residual.” 
 
c.  Frontogenesis 

 
The processes by which fronts 

generate gravity waves are probably the 
most well- documented generation 
mechanisms. Fronts undergoing spatial 
contraction or frontogenesis exhibit 
gravity wave characteristics (Shapiro 
1984), can excite gravity currents that 
propagate ahead of the front (Crook 
1988), act as an obstacle to the flow 
(Ralph et al. 1993), or develop cross-
front accelerations leading to gravity 
waves (Snyder et al. 1993). 
Unfortunately, these are studies that 
focus on surface fronts, not ones aloft 

where aircraft fly. Fronts develop aloft 
differently from those at the surface 
(Keyser and Shapiro 1986). 
Nevertheless, Koch et al. (2005) found 
extensive gravity wave activity in an 
upper front.  

Both surface and upper 
frontogenesis describe the rate of 
temperature gradient increase (F,  
K m-1 s-1) 
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where DEF is the total deformation 
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and ϑ is the angle between the axis of 
dilatation of the shear deformation 
(SHR) and the stretching deformation 
(STR) and the isolines of Θ.  
 
d.  Plougonven and Zhang (2007) 

Forcing 

 
Plougonven and Zhang (2007) 

derived a gravity wave forcing equation 
written in dimensional variables as 
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where G is the gravity wave forcing and 
the total derivative d/dt = (∂/∂t + V·∇ ). 

Equation (10) is a quantitative diagnostic 
of the large-scale flow to be used as an 
indicator of gravity wave initiation. Each 
of the terms can be shown to be vertical 
acceleration terms through various 
vertical motion equations.  



In order to solve this diagnostic 
on gridded data, we assume that the local 
derivatives (∂/∂t) are negligible 
compared with the advection (V·∇ ). 

This is a reasonable assumption for the 
divergence tendency [∂(∂δ/∂t)/∂t], the 
vorticity (∂ζ/∂t), and the potential 
temperature (∂Θ/∂t), all of which are 
usually small outside of convective 
situations. We also assume that the 
vertical advection of potential 
temperature [w(∂Θ/∂z)] is also small in 
non-convection.  

Plougonven and Zhang (2007) 
left the relevance of their diagnostic to 
future research. Wang and Zhang (2010) 
assessed the contributions of each of the 
forcing terms on an idealized vortex-
dipole jet system. They found that the 
second (vorticity) term and particularly 
the vorticity advection subterm 
dominated the gravity wave forcing. As 
far as we know, we are the first to 
compute these forcing terms on real 
atmospheric data. Since no one else has 
shown similar results, we compute all 
three terms with the assumptions noted 
previously. 

 
e. Stability Advection 
  

Yasuda et al. (2015a) derive a 
theory of gravity wave generation 
coming from the divergence and 
ageostrophic vorticity components of the 
balanced flow. They derive a complete 
description of gravity wave generation 
and radiation using the renormalization 
group (RG) method (Chen et al. 1994, 
1996). The RG equations are very 
complex and are difficult to compute. 
However, in the second of their papers, 
Yasuda et al. (2015b) describe how the 
RG equations are consistent with both a 
mountain wave-like generation 
mechanism (McIntyre 2009) and a 

velocity-variation generation mechanism 
(Viúdez 2007). We will discuss the 
second mechanism in the next 
subsection. 
 Figure 3 shows how gravity 
waves develop when flow moves 
through deformed potential temperature 
surfaces. Yasuda et al. (2015b) show that 
these deformed surfaces are depicted 
well in the stability field with stability 
defined as in Section 2 as the square root 
of the vertical potential temperature (θ) 
gradient. In Fig. 3 the highest stability is 
where the θ lines are the closest together 
vertically. The stability is analogous to 
terrain elevation. Just as waves form as 
air flows down a mountain slope, waves 
also form as air flows to lesser stability. 
We capture this process as stability 
advection. 
 

NG ∇⋅= Vθ   (11) 

 
 

f. Acceleration Divergence 

 
 The Yasuda et al. RG equations 
also explain the Viúdez (2007) velocity-
variation gravity wave generation 
mechanism. As shown in Figure 4, 
whenever the flow exhibits acceleration 
convergence, gravity waves will be 
emitted. We estimate flow acceleration 
with the Uccellini et al. (1984) inertial 
advective wind. The inertial advective 
wind is defined as VV ∇⋅ and is the total 
acceleration vector minus the local 
change in the wind velocity. As with the 
Plougonven-Zhang equation earlier, we 
assume the local change is minimal 
except in convective areas. 
 

)( VV ∇⋅⋅∇=δG  (12) 

 
 



 
Figure 3. Schematic drawing of gravity wave 

radiation from a jet stream moving over 

deformed potential temperature (θ) surfaces. 

The blue arrows indicate gravity wave (GW) 

generating vertical motions. This mechanism 

is like flow over a mountain. Taken from 
Yasuda et al. (2015a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Schematic drawing of 

gravity wave radiation from a jet stream 

maximum. The jet is located by the long red 

arrow. The two short red arrows indicate flow 
acceleration and deceleration. The blue ellipse 

is the region where the acceleration has 

horizontal convergence. Gravity waves (GW) 

are generated as a result of this acceleration 

convergence. Taken from Yasuda et al. 

(2015a). 

 

4. TESTING THE GRAVITY 
WAVE DIAGNOSTIC AND 

GTG3 
 

When KMW computed the 
Lighthill-Ford diagnostic, it had to be 
converted into a non-dimensional gravity 
wave amplitude so it could be used as 
input into the turbulence model 
equations. How to make such a 
conversion has not been theoretically 
derived or observationally observed. 
However, Williams et al. (2008) noted 
that the gravity wave amplitudes in 
laboratory experiments vary linearly 
with Rossby number, and the Rossby 
number varies with the square root of the 
Lighthill-Ford radiation term. Therefore 
KMW assumed the same relationship: 

 

Ra ∝ˆ  
 
KMW empirically found a 
proportionality constant by examining 
the range of R in several CAT outbreaks, 
then, because the maximum â is 2.5, the 
constant was (max R)/2.52. 

For this experiment we assume 
that the other gravity wave diagnostics 
have a similar relationship. McCann 
(2001) gave value ranges for the 
divergence tendency. For frontogenesis, 
the Plougonven-Zhang diagnostic, 
stability advection, and acceleration 
divergence we found maximum values 
similarly as KMW found for Lighthill-
Ford. As it turns out, computed EDRs 
were only somewhat sensitive to the 
constants we found as long as they were 
reasonably representative. Using the 
ULTURB software (McCann et al. 2012) 
as a template, we wrote similar programs 
for each of the other five gravity wave 
diagnostics, substituting the appropriate 
diagnostic for the Lighthill-Ford one.  



We created a combined clear air 
and mountain wave GTG3 above FL200 
(Sharman and Pearson 2017) replica 
forecast following their method. Because 
we only had archived verification data 
(see below), we had to be able to create 
forecasts from past model data. Our 
GTG3 version is not exact because the 
official GTG3 dynamically varies its 
weights for each input diagnostic. In our 
facsimile we weighted all input 
diagnostics equally as Sharman and 
Pearson suggest. While there are some 
differences, our version using the Rapid 
Refresh (RAP) forecast model looks 
very similar to official GTG3 forecasts 
as seen in Figure 5 and in other 
comparisons. 

We verified the physical gravity 
wave model using each of the six gravity 
wave diagnostics and our GTG3 forecast 
against automated in situ aircraft 
turbulence observations (Cornman et al. 
1996). Onboard aircraft software 
analyzes aircraft movement to determine 
an aircraft-independent turbulence 
measurement. Observations can be 
transmitted as frequently as one per 
minute and include the average eddy 
dissipation rate (EDR) and the maximum 
EDR for the previous minute. 
Observations are archived on the 
National Centers for Environmental 
Prediction (NCEP) Meteorological 
Assimilation Data Ingest System 

(MADIS) website 
(www.madis.ncep.noaa.gov). We 
retrieved maximum EDR observations at 
or above FL200 plus or minus ten 
minutes of the top of every hour every 
day from 25 November 2017 to 4 March 
2018. Our goal was to compare CAT 
gravity wave model forecasts and GTG3 
with CAT observations. The chosen 100 
day period climatologically provided the 
most CAT observations relative to 
convective induced turbulence 
observations. The maximum EDR 
observations were rounded to the nearest 
0.1 m2/3 s-1 and put into bins of 0.0, 0.1, 
0.2, 0.3, 0.4, and 0.5 or greater m2/3 s-1. 
We averaged more than 21 000 
observations per day distributed as in 
Table 1. This distribution is very similar 
to other larger studies, i.e. Sharman et al. 
(2006). 

 
 

Table 1. Percentage distribution of EDR 

observations in each 0.1 m2/3 s-1 EDR bin. 
 

We matched the EDR 
observations with archived Rapid  

 
 
 
 

Table 1. Percentage distribution of EDR 

observations in each 0.1 m2/3 s-1 EDR bin. 
 

EDR  Percentage 
0.0      99.265  
0.1        0.655 
0.2        0.071 
0.3        0.007 
0.4        0.0009 
≥0.5        0.0002 



  

  
Figure 5. (Top) One hour combined GTG3 forecast at fL290 valid 1800UTC 16 February 2018 taken 

from the Aviation Weather Center website (www.aviationweather.gov). (Bottom) Our GTG3 replica 

for the same forecast time and altitude. 

 



We matched the EDR 
observations with archived Rapid 
Refresh (RAP) numerical forecast model 
data retrieved from the National Centers 
for Environmental Information 
(www.ncdc.noaa.gov/nomads/data-
products). The archived RAP model 
forecasts cover the contiguous United 
States, southern Canada, northern 
Mexico, and adjacent waters. The model 
runs every hour with archived forecasts 
available hourly on top of each hour out 
to 18 hours. We excluded any EDR 
observation outside the RAP model 
domain. For each first hour RAP model 
forecast we ran each of our gravity wave 
turbulence algorithms and our GTG3 
version, all of which produced EDR 
forecasts. For each EDR observation ±10 

minutes that forecast time we 
interpolated the forecast EDR to the 
exact location of the observation and 
rounded the forecast to the nearest 0.1  
m2/3 s-1. We then binned them the same 
as the observations. We could pair each 
observation/forecast in a six by six 
contingency table as in Figure 6. 
Because we did not distinguish 
turbulence observations caused by CAT 
mechanisms, mountain waves, or 
convection, our analyses of the 6 X 6 
contingency tables do not absolutely 
compute skill for CAT-only forecasts. 
But since our goal was to establish 
superiority of one method over another, 
our analyses are relative. 
 

__________________________________ 
 
 
 
 

 
Figure 6. Observed and forecast EDRs are paired and put into the appropriate place in the 6 X 6 

contingency table. Blue represents accurate forecasts, red represents overforecasts, and green 

represents underforecasts. The overall 6 X 6 contingency table may be easily reduced to smaller 
degrees such as 2 X 2 depending what statistics are desired. 
 

First, we show how well each 
turbulence forecast fared overall. We 
calculated a 6 X 6 True Skill Score 
(Doswell et al. 1990) 

 

*)(

)(

R

R

tr

tr
TSS =   (13) 

 

where R is a matrix of the contingency 
table values minus their expected value 
if the values were random and R* is  a 
similar matrix of perfect forecast values. 
The tr function is the diagonal of the 
matrix (blue values in Fig. 6). For these 
contingency tables the TSS measures 
how well the forecasts are within 0.1  

 
   

FORE-
CAST     

  0 0.1 0.2 0.3 0.4 >0.5 
OBSERVED 0 █████ █████ █████ █████ █████ █████ 
 0.1 █████ █████ █████ █████ █████ █████ 
 0.2 █████ █████ █████ █████ █████ █████ 
 0.3 █████ █████ █████ █████ █████ █████ 
 0.4 █████ █████ █████ █████ █████ █████ 
 > 0.5 █████ █████ █████ █████ █████ █████ 



Table 2. The 6 X 6 verification contingency table for turbulence forecasts using frontogenesis. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

 

 

 

Table 3. Probability of Detection of EDR< 0.05 m2/3 s-1 (smooth) and overall True Skill Scores (TSS) 

for turbulence forecasts each of the six gravity wave diagnostics and for GTG3. 

m2/3 s-1 of the observations. These are 
stringent criteria, so because the EDR 
observations may not all be CAT-
related, we are not looking for absolute 
values but are looking for relative skill 
of one method over another. The TSS  
measures how well the observations fall 
into the contingency table’s diagonal 
(blue in Fig. 6). Table 2 is the 6 X 6 
contingency table for frontogenesis. 

Table 3 shows the overall 
verification statistics for turbulence 
forecasts using each of the six gravity 
wave diagnostics and for GTG3. The 
highest TSS for acceleration divergence 
is about ten times the lowest TSS for 
GTG3. Even the low TSS for divergence 
tendency is more than twice GTG3’s. 
There is a rough correlation between the 
Probability of Detection of EDR < 0.05 

m2/3 s-1 (hereafter “smooth”) and the 
TSS. The fraction of the grid volume of 
forecast EDR to the total grid volume 
helps explain each forecast’s TSS. This 
fraction is the number of grid points 
between and including FL200 and 
FL400 forecast above a certain threshold 
to the total number of grid points. Table 
4 shows these fractions. Given that more 
than 99% of the observations were 
smooth, it is not surprising that those 
methods that forecast small fractions of 
grid volume have the highest overall 
TSSs. That nearly half of GTG3’s grid 
point volume has EDR > 0.05 m2/3 s-1 
explains why its overall TSS is so low. 

We generated bias statistics of 
our observations/forecasts. The bias is 
simply the number of forecasts divided 
by the number of observations above a 

   FORECAST      
  0 0.1 0.2 0.3 0.4      >0.5  
OBSERVED 0 2078177 34525 23322 12586 4210 918 2153738 
 0.1 11619 974 851 419 160 99 14122 
 0.2 1180 100 102 83 44 33 1542 
 0.3 115 13 9 6 8 3 154 
 0.4 13 1 3 0 1 1 19 

 
      
>0.5 2 2 0 1 0 0 5 

  2091106 35615 24287 13095 4423 1054 2169580 

Diagnostic   PODsmooth   TSS 
 
Lighthill-Ford        .849  .022 
Divergence Tendency  .    .946  .016 
Frontogenesis        .965  .034 
Plougonven-Zhang       .928  .036 
Stability Advection       .989  .072 
Acceleration Divergence      .994  .078 
GTG3         .474  .0076 
 



certain threshold. Table 5 shows these 
bias statistics. What immediately jumps 
out is the grossly overforecast of the 
turbulence by almost all methods, 

especially when forecasting EDR > 0.25 
m2/3 s-1. The highest biases are for 
Lighthill-Ford.  

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Table 4. The forecast fraction of grid points above various thresholds. This fraction is the number of 
grid points between and including FL200 and FL400 forecast above a certain threshold to the total 

number of grid points. 

 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Table 5. Bias statistics for the various gravity wave diagnostics and GTG3. The bias is the number of 

forecasts divided by the number of observations above a certain threshold.  

    Bias for EDR Forecast greater than 
Forecast   0.05 0.15 0.25 0.35 0.45 
Lighthill-Ford      10    79  318  716  518 
Divergence Tendency    1.8    33  237  294    60 
Frontogenesis     2.5    16    85  233  211 
Plougonven-Zhang    8.0    19  106  171  187 
Stability Advection    1.2   4.5    11    14   1.2 
Acceleration Divergence   0.8   2.0   4.1   2.1   0.4 
GTG3       71    90    64    12   0.2 
 

    EDR Forecast greater than 

Forecast   0.05 0.15 0.25 0.35 0.45 
Lighthill-Ford   .130 .075 .030 .008 .0015 
Divergence Tendency  .054 .039 .019 .003 .0003 
Frontogenesis   .024 .017 .008 .002 .0005 
Plougonven-Zhang  .068 .043 .013 .003 .0007 
Stability Advection  .011 .005 .002 .0002 .00006 
Acceleration Divergence .007 .002 .0004 .00004 .000003 
GTG3    .445 .053 .003 .00003 .000006 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6. Probabilities of Detection of EDR > 0.25 m2/3 s-1 and EDR < 0.05 m2/3 s-1 and  the resulting 

True Skill Score for each turbulence forecast method using automated aircraft EDR observations. 

 
 While the overall TSSs mostly 
indicate how well the methods forecast 
smooth turbulence, users want to avoid 
the strong turbulence. To measure that 
skill, we reduced the 6 X 6 contingency 
tables to 2 X 2 tables setting an EDR > 
0.25 m2/3 s-1 threshold for PODyes and 
EDR < 0.05 m2/3 s-1 for  PODno. For a 2 
X 2 table, the TSS is simply (PODyes + 
PODno – 1). Table 6 shows the results. 
Here it is the methods with large 
volumes of high EDR that excel with the 
Lighthill-Ford method leading the way. 
Not only does GTG3 poorly forecast 
smooth turbulence, but it also doesn’t 
forecast strong turbulence well thus 
yielding a very low negative skill. 

Additionally, we have been 
saving clear air turbulence case studies 
on which we have been testing 
ULTURB (McCann et al. 2012) which 
uses McCann’s (2001) physical gravity 
wave model with the Lighthill-Ford 
gravity wave diagnostic. We have 41 
cases within the RAP operational 
numerical forecast model domain above 
FL200 between 2012-2018 and within 
the Rapid Update Cycle model between 
2010-2012. We gathered the cases from 
the archives of the Aviation Herald 

(www.aviationherald.com).  The 
Aviation Herald reports on commercial 
aircraft mishaps worldwide, and the 
turbulence reports were primarily when 
the turbulence caused injuries. The 
Aviation Herald does not report on 
smaller general aviation aircraft, nor 
does it report every incident or accident. 
The Aviation Herald’s editor verifies 
each report from two independent 
sources or from a government aviation 
safety agency. Of course, there were 
many more than 41 turbulence reports in 
the archive, so we confirmed that each 
report was clear-air by eliminating 
reports associated with convection by 
examining satellite imagery. Because it 
can be difficult to distinguish mountain 
wave turbulence from clear air 
turbulence, we did not filter our data for 
the former. 

The Aviation Herald reports 
typically gave the event’s time, location, 
and altitude.  Even with that information, 
the incident was often reported when the 
aircrew took action rather than when the 
turbulence occurred. Whenever the 
report was inadequate in some way, we 
obtain the flight’s track from 
FlightAware (www.flightaware.com). 

Forecast  POD(EDR>0.25) POD(EDR<0.05)  TSS 
 
Lighthill-Ford   .331   .849   .180 
Divergence Tendency  .095   .946   .041 
Frontogenesis   .112   .965   .077 
Plougonven-Zhang  .179   .928   .107 
Stability Advection  .051   .989   .040 
Acceleration Divergence .033   .994   .027 
GTG3    .051   .474             -.475 



We assumed the incident could have 
occurred as much as 10 minutes prior to 
the reported time. We discarded any 
report that we could not resolve to this 
accuracy. 

We verified each of the 41 cases 
similarly as we did for the automated 
EDR observations. If the EDR > 0.4 m2/3 
s-1, we considered it a “hit” for the tested 

diagnostic. EDR = 0.4 m2/3 s-1 is about 
moderate to severe turbulence for most 
commercial aircraft (Sharman et al. 
2014). We assume that the PODno 
statistic computed from our automated 
EDR observations is representative of 
each diagnostic’s smooth turbulence 
forecasting skill in general.  

 
 
 
 
 
 
 

 
 
 
 
 
 

 

 

 

 

 
 

 

 

 

 

 

 

 

 
 

 

 

Table 7. Probabilities of Detection of EDR > 0.40 m2/3 s-1 and EDR < 0.05 m2/3 s-1 and  the resulting 

True Skill Score for each turbulence forecast method using 41 cases of significant turbulence found 

in the Aviation Herald archives 2010-2018. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Table 8. Statistics comparing CAT forecasts from the original Lighthill-Ford diagnostic to one 

reduced by half. 
 

Forecast  POD(EDR>0.40) POD(EDR<0.05)  TSS 
 
Lighthill-Ford   .829   .849   .678 
Divergence Tendency  .366   .946   .312 
Frontogenesis   .341   .965   .306 
Plougonven-Zhang  .463   .928   .391 
Stability Advection  .195   .989   .184 
Acceleration Divergence .122   .994   .116 
GTG3    .171   .474             -.355 

Lighthill-Ford CAT forecast 
 
Statistic   Original   Reduced 
TSS overall      .022       .052 
POD(EDR<0.05 m2/3 s-1)    .849       .952 
TSS (EDR>0.25 m2/3 s-1)    .180       .115 
TSS (EDR>0.40 m2/3 s-1)    .678       .464 
Forecast Fraction (smooth)    .130       .039 
Forecast Fraction  
(EDR>0.25 m2/3 s-1)     .030       .0007 
 



Table 7 shows the results for 
each diagnostic. Four of the diagnostics 
captured more than 30% of the Aviation 

Herald reports indicating that the 
physical gravity wave model describes 
well the clear air turbulence production 
process. The Lighthill-Ford diagnostic is 
by far the best of the bunch, finding 83% 
of the reports. In fact, none of the other 
diagnostics captured any of the seven 
reports that Lighthill-Ford missed. 
Williams et al. (2013) suggested that 
some reported turbulence is wake 
turbulence caused by other nearby  
aircraft. Thus, some of the “misses” may 
be explained in this fashion. 

As an additional experiment, we 
halved the proportionality constant that 
converts the Lighthill-Ford diagnostic to 
non-dimensional gravity wave 
amplitude. Because of the assumed 
square root relationship between any 
diagnostic and gravity wave amplitude, 
this reduced the effect to a quarter. Table 
8 compares the original and the reduced 
Lighthill-Ford diagnostics. While the 
reduced Lighthill-Ford diagnostic 
forecast was better overall with a smaller 
forecast fractions and smaller biases, it 
suffered when forecasting stronger 
turbulence.  

The results from this additional 
experiment and the overall statistics 
illustrate the ever apparent tradeoff 
between smaller forecasts and forecasts 
of significant events. While the ideal 
forecast will be small and highlight the 
strong CAT, it is obvious that the 
research has not advanced far enough to 
date to do so.  

Furthermore, we would like to 
comment on the inadequacy of the 
GTG3 as a CAT forecast. From the 
forecast fractions in Table 4, the GTG3 
forecasts much more positive turbulence, 
nearly half the forecast volume, 

compared with any diagnostic used in 
the gravity wave initiating conceptual 
model presented in section 2. Moreover, 
GTG3’s forecasts of significant 
turbulence, i.e. EDR > 0.35 m2/3 s-1 are 
nearly non-existent. We conclude that 
GTG3 forecasts both ends of the 
turbulence spectrum poorly.  

We entered into this experiment 
with the idea of augmenting or changing 
our Lighthill-Ford diagnostic with 
another one if it were to improve our 
turbulence forecasts. As it turns out, we 
believe that we already have the best 
diagnostic and are distributing the most 
valuable clear air turbulence forecasts to 
our customers. These forecasts are 
available from DTN  
(https://www.dtn.com/industries/weather
/aviation/). 

 
5. CONCLUSIONS 
 

We presented a simple 
ingredients-based conceptual model of 
CAT. Gravity waves locally alter the 
environmental stability and wind shear 
when passing through. If the 
modification can lower the Richardson 
number to less than 0.25, then CAT will 
develop. The turbulence maximum 
potential intensity is computed from the 
modified stability and wind shear. Thus, 
we have three ingredients, 
environmental stability and 
environmental wind shear from which 
we compute an environmental 
Richardson number and gravity wave 
non-dimensional amplitudes. 

We compared six gravity wave 
indicators’ turbulence forecast skill on 
automated aircraft EDR observations 
using the physical gravity wave 
conceptual CAT model.  Because of the 
overwhelming number of smooth 
observations, overall, the acceleration 



divergence indicator, which forecast the 
smallest airspace volume, fared the best. 
In contrast, the Lighthill-Ford indicator, 
which forecast the largest airspace 
volume, did the best on stronger 
turbulence, EDR > 0.25 m2/3 s-1. When 
we tested the gravity wave indicators on 
41 significant turbulence events 
occurring between 2010-2018, the 
Lighthill-Ford indicator excelled over all 
the others with an 83% POD at EDR > 
0.4 m2/3 s-1.  Because the Lighthill-Ford 
indicator was not too far behind the 
other gravity wave indicators in 
forecasting smooth, its True Skill Score, 
0.678, was much higher than the others, 
all < 0.4. The statistically-based GTG3 
forecast paled in comparison to the 
physical gravity wave model forecasts at 
both ends of the turbulence spectrum. Its 
overall skill score was two to ten times 
lower than the gravity waves’, 
depending on which method was the 
GTG3 compared, and its 17% POD for 
significant turbulence was near the 
bottom, resulting in a -0.355 TSS. 

Because of the high bias for 
forecasting positive CAT for the 
physical gravity wave conceptual model, 
especially the Lighthill-Ford version, 
one should not take its forecasts too 
literally. Users should interpret them as 
forecasting CAT potential, not actual 
CAT; an aircraft entering into a high 
EDR volume is not likely to experience 
the maximum EDR forecast, but it could. 
This is analogous to tornado watches 
which cover vast areas compared to the 
tornadoes’ actual areal extent. 

We can not overemphasize how 
important the physical gravity wave 
conceptual CAT model is to diagnosing 
and forecasting CAT. Without its 
framework, gravity wave indicators are 
not successful (e.g. Wilson 2012). 
Within its framework all of the gravity 

wave indicators that we tried work with 
a varying degree of success. We 
wouldn’t be surprised if other more 
traditional CAT indices that may be 
related to gravity wave generation were 
applied in this simple model’s context, 
they would have some success also.   

DTN recognizes that clear air, 
mountain wave, and convective 
turbulence may interact with each other. 
Therefore they now integrate forecast 
algorithms of each (Lennartson and 
McCann 2014).  Airlines and other users 
are discovering that they can proactively 
avoid costly turbulence events both from 
a financial as well as a brand erosion 
aspect. Significant turbulence events 
often make headlines, and when they do, 
the traveling public’s fear level 
increases. The already serious turbulence 
forecast problem is expected to worsen 
as the climate warms (Aviation 

Turbulence, Williams and Joshi 2016).  
The industry needs good turbulence 
forecasts, better than those supplied to it 
today. A physically-caused turbulence 
conceptual model such as the one 
presented in this report stands to be more 
successful than a statistically-based one. 
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